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1Abstract: The classical problem of three-phase voltage drop 
calculation, well established in the case of sinusoidal positive 
sequence system, is extended in the paper with regard to 
unbalanced and distorted power systems. The adoption of the 
Park theory permits the introduction of the imaginary power in 
the voltage drop expression. The imaginary power generalizes 
the role of the reactive power in the classical treatment and 
permits to quantifies in one term only the effects on the voltage 
drop due simultaneously to the load instantaneous stored energy 
and to the presence of harmonic, interharmonics and sequence 
components. 
Examples are reported in order to testify, in the case of 
unbalances and distortions, the effectiveness of the proposed 
formulation. 
 
 Index Terms - voltage drop, Park transformation, imaginary 
power, distorted and unbalanced systems, harmonics and 
interharmonics 
 

I. INTRODUCTION 
The voltage drop is one of the most important quantities in the 
characterization of transmission and distribution electric 
power systems. In fact it represents in a certain way the 
indicator of the effectiveness of the connection between the 
loads and the generation centers. The voltage drop control is 
also an essential task both for the stability and the economy of 
the power system and its calculation, even with the 
introduction of simplified procedures and approximations, is 
fundamental for the power system analysis [1]. 
The voltage drop calculation, in case of ac sinusoidal systems, 
had rise with the phasor’s algebra, then, it was extended from 
the single-phase case to the three-phase balanced systems. 
Afterwards, the formulation of the symmetrical component’s 
theory, starting by Stokvis [2], posed the problem of an 
extension to unbalanced sinusoidal case. Nowadays, the 
presence of harmonics and interharmonics in power systems 
point out the need of a new formulation of voltage drop 
expression [3], that generalizes the former phasorial one but 
that, in same time, takes into the account the contributions 
(instantaneous and average) of harmonics, interharmonics and 
unbalances. 
In fact, in the presence of unbalances or/and distortions the 
accuracy of the voltage drop calculation becomes more 
weighty because the introduction of some simplifying 
hypotheses can bring to neglect some disturbance’s 
contributions and then to wrong results. 
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The effort of the present paper is to analyze the concept of the 
voltage drop in three-phase systems under distorted and 
unbalanced conditions. In order to write the analysis results 
with the same formalism as the one used for single-phase 
systems and take into account the simultaneous contributions 
of the harmonic, interharmonic and sequence components to 
the voltage drop, the Park transformation is considered. This 
leads to reconsider the imaginary Park power as an extension 
of the reactive power concept to the distorted, unbalanced 
systems also from the point of view of the voltage drop, and 
not only from that of the line losses. In this respect, the use of 
the Park quantities is almost mandatory requirement coming 
from the application of the imaginary power [4,5,6]. 
 

II. THEORETICAL BACKGROUND: THE SINGLE-PHASE 
SINUSOIDAL CASE 

Let consider the following complex equation: 
 

( ) ( ) IZVIjXRVILjRVV vvvm ⋅+=++=++=   ω  (1) 
 
which represents a short single-phase line under sinusoidal 
conditions (fig.1a). The corresponding phasorial diagram is 
shown in fig.1b. Taking into account the approximate 
formulation, by Taylor serier expansion of Pitagora’s theorem, 
the phasorial diagram leads to the following relationship for 
the relative voltage drop: 
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In the phasorial diagram of fig.1 V∆  is represented by the 
magnitude of vector OAOD −  and Vv by the magnitude of 
OA . Therefore it can be written as: 
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P and Q being the active and reactive powers respectively, 
flowing across the right side line terminals. This result can be 
extended to three-phase circuits in the symmetrical and 
balanced case: in these conditions, in fact, a single-phase 

Fig.1. Short single-phase line. (a) Schematic. (b) Phasorial diagram 
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equivalent network can be employed to represent them. 
Usually, the function (3), in the case of inductive loads and 
small phase angle δ (fig.1b)2, gives near the following value: 
 

2
vV

XQRPv +
≅∆  (4) 

 
Therefore the voltage drop results, in the sinusoidal case, a 
linear function of the active and reactive load powers. 
The meaning of (4) can be fully perceived by assigning a 
geometrical interpretation to the absolute voltage drop v∆ . In 
fact, this scalar quantity can be considered as the projection of 
the phasor quantity IZ ⋅  in the direction oriented by the 
voltage phasor VV . It is indeed: 
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In this way the usually employed approximated formulation 
for the voltage drop is obtained. 
The employed approach can be immediately extended to 
three-phase circuits under non-sinusoidal conditions by 
applying the Fourier series decomposition and Park 
transformations.  
 

III. THE PROPOSED METHOD: PARK APPROACH 
In the most general case, the time-domain equations for a 
three-phase distribution line (see Fig.2) are differential 
equations. For the purposes of this work, they can be more 
clearly written in term of Heaviside operator [7,8] dt/d=p , 
so the line impedance vector z must be also written in terms of 
this operator as z(p). Therefore, the time-domain equations for 
the line in Fig.1 can be written as: 
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By applying the Park transformation3, the following 
relationships can be obtained: 
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2 See appendix A. 
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These equations are the Park equations describing the two-
port network shown in Fig.3. They differ from those 
describing a single-phase line under sinusoidal conditions 
because of the presence of the dynamic term ( )tipl . 
It is known [5] that the application of the Park transformation 
allows for extending the phasor formalism adopted for the 
sinusoidal case to the non-sinusoidal one by substituting the 
instantaneous Park vectors to the phasor and the instantaneous 
rms value of the Park vector (Appendix A) to the sinusoidal 
quantities. Applying the rms instantaneous Park voltages, the 
relative voltage drop can be written as: 
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The formal extension of the geometrical approach typical of 
the sinusoidal case in three-phase systems leads - for small 
values of the phase angle δ (Fig.4) – to the following 
instantaneous rms voltage drop:  
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where ( ) ( ) ( ){ }titvetp *

vp ⋅ℜ=  is the instantaneous Park real 
power, and ( ) ( ) ( ){ }titvmtq *

vp ⋅ℑ=  is the instantaneous Park 
imaginary power [4,5,6]. 
The following considerations apply to the expression (9). 
a) The first term represents the instantaneous voltage drop 

evaluated by means of an equation that is formally the 
same as for the single-phase case. Despite the similarity is 
once again formal, due to the fact that the instantaneous 
power pp(t) is 
considered instead of 
the active power P, and 
the instantaneous 
imaginary power qp(t) 
is considered instead of 
the reactive power Q, 
this term keeps its 
meaning extending it to 
the non-sinusoidal 
unbalanced condition. 
This extension is due to 
the presence of the 

 
Fig.3. Park representation of a two-port network representing a 
three-phase short line.  

Fig.2. Three-phase line with physical symmetry. 

Fig.4. Graphic representation of the 
drop voltage in the stationary αβ 
plane and in the rotating dq one. 
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imaginary power, that is a dynamic term and is related 
not only to dielectric and magnetic phenomena but also to 
harmonic and sequence components [4,5,6,10]. 

b) The second term is connected to the rate of variation of 
the load instantaneous power. This term gives further 
evidence that the optimal transmission is characterized by 

( )tpP =P=constant which is a specific condition of the 
balanced three-phase systems. 

c) The third term is related to the rate of variation of the 
voltage projected on the direction identified by the 
current Park vector. This term is nil when the stationary 
axes voltage Park vector describes a circumference with 
constant speed. This condition occurs when the supply 
voltages are sinusoidal and belong to the positive 
sequence only. 

The approximation introduced by using (9) deduced by 
graphic approximations instead of (8) can be estimated and 
depends on the ratio between the line and load sequence 
inductance value, in a similar way as that indicated for the 
sinusoidal single-phase case, as shown in [9]. 
Equation (9) is valid under any condition. This gives to 
equation (9) the possibility to be applied to many systems 
condition, as for example the presence of static converters and 
non-linear loads. 
 

IV. THE EFFECT OF HARMONIC AND SEQUENCE COMPONENTS 
ON THE VOLTAGE DROP UNDER NON-SINUSOIDAL CONDITIONS 

 
On this line, the definition of the role performed by harmonics 
and sequence components present in the network becomes 
very important on the application point of view. Equation (9) 
can be reconsidered in order to clarify the dependence of pp(t), 
qp(t), ( )ti , ( )tvv  on the harmonic and sequence components. 
Observing that [4,5]: 
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the different terms in (4) can be rewritten as: 
 

( ) ( )
( )

( )
( ) ( )( )

( ) ( )
( ) ( )

( )( )











































−−ℜ+





+−−⋅=
•













−ℜ⋅=
























+ℑ⋅+








+
















+ℜ⋅=

+

∑∑

∑

∑∑

∑∑∑

∑∑

∞+

−∞=

∞+

≠
∞−

−

∞+

−∞=

∞+

−∞=

∞+

≠
∞−

−

∞+

−∞=

∞+

≠
∞−

−
∞+

−∞=

∞+

≠
∞−

−
∞+

−∞=

k
h

kh

t)kh(j*
hh

h
h

v

v

h
h

kh

t)kh(j*
kh

v

P

h
h

kh

t)kh(j*
kh

h

*
h

kh

t)kh(j*
kh

h

*
hh

v

PP

VeVIkje

Qh
tv

tvti

VeIVkhje
tv

tp

VeIVIVmX

eIVIVeR
tv

tXqtRp

h

2

2

2
2

2

2

                   

 p

 p

                   

ω

ω

ω

ω

ϑω

ϑω

ω

&l

&l
l

l
l

 

 (11) 
 
This result formally unifies the harmonic and sequence effects 
in three-phase circuits since it takes into account both the 
harmonic and sequence components as the components of the 
generalized Fourier series decomposition of the Park vector. 
In fact, each harmonic component k belongs to the positive 
sequence if k>0 or to the negative sequence if k<0 [5]. It 
presents the most general formulation of the voltage drop in 
physically symmetrical three-phase networks under non-
sinusoidal condition. Moreover it confirms the presence of 
pulsating component on the voltage drop, giving evidence of 
the harmonic and sequence additional contribution with 
respect to the sinusoidal, positive sequence, balanced three-
phase case. 
 
A. Voltage drop average value and its connection with the 
classical expression 
Starting from the above general expression of the voltage drop 
in time domain, it is possible to evaluate the following 
average value with reference to the interval [t, t+T]: 
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This calculation is justified by the importance of the voltage 
rms value on the loads and distribution system operation. 
Applying (7) to the formula (6), it is possible to obtain: 
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thus: 
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The unbalanced sinusoidal case is of particular interest. In 
these conditions the presence of contributions associated to 
positive and negative sequences only brings to the following: 
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In (10) it is possible to 
recognize a generalization of 
the classical expression typical 
of the presence of the positive 
sequence only.  
In this case the reactive power 
– represented as maximum 
value in classical theory – 
appears as the average value of 
the imaginary power [4,5]. 
Referring Ph, Qh and Vh present in (15) to the load 
representation shown in Fig.5, we obtain: 
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And (9) becomes: 
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This result shows that the voltage drop calculated for the 
fundamental harmonic component only represents the 
generalized average value of the voltage drop expressed in 
(10). 
The obtained results suggest in addition the following 
comments. Concerning the size of system components, the use 
of the classical expression: 
 

vV
QRPV lω∆ +

=   (18) 

 
is confirmed. The important role is, in this case, assumed by 
the reactive power associated to the fundamental harmonic 
positive sequence. As concerns the compensation and stability 
[12] problems – that rely to dynamic topics – the use of the 
formula (10) derived from the Park approach is more 
appropriated giving results on time domain. In this case the 
imaginary power qp(t) takes the role of the reactive power Q. 
 

V. THE EFFECT OF INTERHARMONIC COMPONENTS ON THE 
VOLTAGE DROP 

It is particularly interesting the case in which interharmonics 
are present in the power system In this case the general 
formulations (11,13,14) are still valid. Also the equations 
developed concerning the periodic conditions are valid when 
frequency, harmonic order and time period are referred to the 
basic quantities (i.e. the ones associated to the basic frequency 
of the correspondent waveform) instead of the network 
frequency (50 or 60 Hz). 
In this case the Park quantities become: 
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where: 
• fF is the Fourier’s basic frequency (it is the greatest 

common divisor of all the frequencies components in the 
signal); 

• hF is the harmonic order referred to fF;  
• TF is the period associated to the basic frequency. 
Furthermore the relation between these latter quantities and 
the ones related to the network frequency: 
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VI SOME EXAMPLES 

Some typical examples are here considered that refer to a 
short line supplying a passive load. The different examples 
differ for the voltage and current waveforms imposed at the 
output port. 
In particular, the following situations are considered.  
a) The voltages imposed at the line output port are 

sinusoidal and belong to the positive sequence; the load 
draws sinusoidal currents of both positive and negative 
sequence ( 12 250 I.I ⋅= ). The voltages at the line-input 
port are obtained by means of (7). The considered circuit 
is shown in Fig.6a. 

b) The voltages imposed at the line output port are 6-step 
voltages with basic frequency 50Hz. The current drawn 
by the passive load is consequently unbalanced and 
distorted. The voltages at the line-input port are obtained 
by means of (7). The considered circuit is shown in 
Fig.7a.  

c) The voltages imposed at the line output port are 
periodical with subharmonic (fs=20Hz, Vs=0.1V) and 
interharmonic (fi=320Hz, Vs=0.2V) components, the 
basic component have f=50 Hz with magnitude V. The 
current drawn by the passive load is consequently 
unbalanced and distorted. The voltages at the line-input 
port are obtained by means of (7). The considered circuit 
is shown in Fig.8a. 

 
 

 
Fig.5. Load representation. 
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The following diagrams show the results of the above 
numerical simulation. 
• Figures 6b, 7b and 8b show the polar diagrams of the Park 

vectors of the voltages at the input and output ports of the 
line. Figures 6c, 7c and 8c show the enlargements of a 
significant portion of the above diagrams, which stress the 
instantaneous voltage drop evaluated by (7) specifically 
expressed in terms of Park variables. 

• Figures 6d, 7d and 8d show the voltage drop waveforms 
evaluated by means of the usual definition (8), the 
proposed relationship (9) and the classical formulation 
(18). 

• Figures 6e, 7e and 8e show the Park imaginary power 
waveform. 

The above mentioned diagrams show that: 
1) The polar diagrams can be seen as an extension, in the 

{d,q,o} domain, of the phasorial diagrams typical of the 
sinusoidal single-phase conditions. They give evidence 
of the voltage drop in three-phase circuits in a much 
clearer way than the traditional approach, which works 
only under balanced symmetrical conditions. 

2) The comparison of the diagrams in Figures 6d, 7d and 8d 
proves that the proposed algorithm, based on the Park 
approach, is correct, since the voltage drop diagram is 
the same as that computed using (8). 

3) The exam of the diagrams in Figures 6d, 7d and 8d 
confirms the implication typical of classical theory: the 
classical voltage drop is equal to the mean value of the 
Park voltage drop. 

4) The diagrams of the Park imaginary power show that 
this quantity has fairly the same waveform as the 
instantaneous voltage drop, and hence give evidence of 
the role of this quantity that is completely disregarded by 
the classical theory. 

In the case of examples b) and c), that are studies referred to 
the harmonic distortion component (see Fig.7) and to the 
interharmonic ones (see Fig.8), respectively, a comparison is 
made with the results obtained by means of commercial 
software on power systems harmonics [13]. 
The simulation with this software brings to the point-dashed 
lines ∆vH in Figg.7d and 8d. These results represent the mean 
value of the voltage drop as seen by Park approach and then 
the classical voltage drop. This result put in evidence how the 
Park approach is the most general one. In fact, in addition to 
the general solution, the Park application can easily bring, 
through the evaluation of the mean value, to the classical 
voltage drop evaluation. 
 

VII. CONCLUSIONS 
The usual formulation of the voltage drop, generally limited to 
the sinusoidal balanced case, was extended to the most 
general non-sinusoidal unbalanced case. This extension gives 
evidence of the effects of the harmonic and sequence 
components. In particular, the analysis in terms of the Park 
vector confirms the single-phase nature of the Park variables 
and stresses the role of the Park imaginary power. This last 
quantity appears to be a generalization of the reactive power 
concept to any operating condition as far as the voltage drop is 
considered.  
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Fig.6. Numerical example where the voltages at the line output port are 
sinusoidal and belong to the positive sequence. (a) Circuit 
representation. (b) Polar diagram of Park voltages. 

vv : Dashed line; 
mv : 

solid line. (c) Enlargement of a significant portion of (b) diagram. (d) 
Voltage drop waveform given by (8), (9), (18) and by the symmetrical 
components theory. (e) Park imaginary power waveform 
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Fig.7. Numerical example where the voltages at the line output port are 
6-step waveform. (a) Circuit representation. (b) Polar diagram of Park 
voltages. 

vv : Dashed line; 
mv : solid line. (c) Enlargement of a significant 

portion of (b) diagram. (d) Voltage drop waveform given by (8), (9), (18) 
and by a commercial software. (e) Park imaginary power waveform. 
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Fig.8. Numerical example where the voltages at the line output port are 
periodical with subharmonic and interharmonic components. (a) Circuit 
representation. (b) Polar diagram of Park voltages. 

vv : Dashed line; 
mv : 

solid line. (c) Enlargement of a significant portion of (b) diagram. (d) 
Voltage drop waveform given by (8), (9), (18) and by a commercial 
software. (e) Park imaginary power waveform. 
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This discloses new opportunities to the study of active 
compensators that can be usefully employed also to control 
the voltage drop. At last, it is important to underline the role 
played by the terms ppp(t), p ( )tvv : they not only emphasize 
how synthetic and powerful the Park formalism is, but also 
confirm the advantage, for energy transmission, to employ a 
three-phase sinusoidal, symmetric and balanced system. 
The obtained results suggest in addition the following 
comments. Concerning the size of the system components, the 
use of the classical expression (18) is confirmed. As concern 
the compensation and stability problems the use of the (9) 
derived from Park approach is more appropriated giving 
results on time domain. In this case the imaginary power qp(t) 
takes the role of the reactive power Q. 
Moreover, since active compensators have been widely 
studied and are presently available to compensate the 
imaginary Park power, the proposed analysis also shows a 
method for practical control of the voltage drop. 
 

APPENDIX A. 
The error introduced by using the graphic formulation (5) 
instead of (2) for evaluating the voltage drop, depends on the 
ratio between the line and load sequence impedance value as 
documented in [9].  
This error can be evaluated in terms of relative deviation by 
using the following relationship: 
 

( ) 100⋅−= v~/vv~% ∆∆∆ε  (A1) 
 
Fig.9 shows the relative deviation ε% as a function of the 
power factor cosϕ and of the ratio between the line sequence 
impedance Z and load sequence impedance ZL. 
Taking into account that the usual value of Z/ZL in practical 
cases is less then 0.05 [14], the relative deviation ε% is less 
than 0.5%, the angle δ is less than 2 degrees and the voltage 
drop is less than 5%.  
A relative deviation ε% of 2% implies an inductance ratio of 
0.25, then a voltage drop (3) close to 27%, a not realistic value 
for a correct transmission or distribution line design. 

 
APPENDIX B. PARK TRANSFORMATION APPROACH 

If the following Park transformation T [2,3] is employed: 
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(B1) can be expressed by means of the {d,q,o} variables. 
Then the Park vectors are defined as (Fig.10): 
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where 32je /π=α . 
The square of the instantaneous rms value of the Park vector 
can be written in the following form: 
 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )[ ] 
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that is invariant with the axis choice. The axis can be fixed, 
{α,β}, or rotating at speed ϑ& , {d,q} (Fig.10). Equation (B3) is 
a formal time-domain generalization of the rms three-phase 
value under sinusoidal condition. 
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Statistical Evaluation of Voltage Variations via Physically Based 
Modeling and Simulation 

  
Abstract:   
 
The majority of power quality problems are associated 
with voltage variations at the customer site. The voltage 
variations may be (a) temporary disturbances that may 
originate anywhere in the system and (b) waveform 
distortion from nonlinear loads.  The sources of 
disturbances are multiple and with varying parameters.  
For example in many places of the world, the most 
frequent disturbances originate from lightning activity 
near electric installations.  Lightning may result in 
flashover causing voltage sags to some portion of the 
distribution system, voltage swell to other areas, as well as 
interruption of power.  The number of customers affected 
depends on the design of the system and placement of 
interruption devices, while the level of voltage sags or 
swells may depend on the grounding system, size of 
neutral, etc. Three-phase distribution systems circuits may 
consist of 3-wires, 4-wires or 5-wires.  Each of these 
topologies results in different behavior in the presence of 
disturbances.  Furthermore, the advent of distributed 
generation exacerbates these differences.  To properly 
capture these effects, new system modeling tools are 
needed that explicitly represent these design details of the 
system.  This paper discusses various modeling 
methodologies suitable for voltage variation assessment. 
Since many of the parameters affecting voltage variations 
are random, emphasis is placed on statistical methods. The 
modeling approaches discussed include steady state 
analysis, transient analysis and statistical techniques 
(Monte Carlo simulation).  The methods are demonstrated 
on a number of example systems. 
 
Introduction 
 
Disturbances that affect power quality are multiple: (a) 
lightning, (b) switching, (c) power faults, (d) feeder 
energization inrush currents, (e) motor start, (f) load 
imbalance, (g) harmonics and resonance, (h) EMI, etc. The 
effects on the end user could be voltage distortion, voltage 
sags, voltage swells, outages, voltage imbalance, etc. These 
effects may have different levels of impact depending on the 
susceptibility of the end-user equipment. For a specific 
susceptibility of end-user equipment, the impact of 
disturbances can be mitigated by design modifications of 
circuit layout, grounding system design, overvoltage 
protection, filters, use of steel conduit, use of additional 
transformers, etc. Traditional power system analysis methods 

are based on models that do not capture these phenomena, for 
example, the most usual models of sequence components do  
 
 
not predict the voltages in neutrals or grounds and therefore 
are not appropriate for accurate prediction of voltage 
variations. This paper proposes a new modeling approach and 
analysis method for better voltage disturbance evaluation. We 
address the steady state case as well as transient case. 
 
The proposed method is based on modeling electric power 
system in their physical configuration, i.e. 3-wire, 4-wire or 5-
wire system without the use of any transformations such as 
the symmetrical component transformation. We also propose 
a new analysis method for the overall electric power system 
modeled with physical models. The proposed methodology is 
capable of modeling systems with three phase wires, four 
wires (three phase and a neutral/or ground wire), five wires 
(three phase wires, neutral and a ground wire), single and 
double phase circuits, grounding and bonding points, 
grounding systems, etc. Here we discuss analysis methods 
with these capabilities. The proposed methodology has 
additional desirable features. For example a physically based 
model can explicitly represent grounding systems, the size of 
the neutral wire, the ground wires, etc. These practices have 
been known to have great effects on power quality. Another 
important property is that a physically based model and 
analysis procedure provides the means to expose the 
interrelationship between the physical parameters and power 
quality.  This property naturally leads to comprehensive cost-
benefit analysis. 
 
The paper presents the proposed methodology and provides 
two practical examples. 
 
Models for Power Quality Assessment 
 
Power quality is affected by design issues such as 3-wire 
system (three-phase wires), 4-wire system (three-phase wires 
plus a neutral or ground wire) and 5-wire system (three-phase 
wires, a neutral and a ground wire), relative size of neutral and 
ground wires, bonding arrangements, etc. Models for power 
quality assessment should be able to capture the phenomena 
occurring in various possible arrangements. It is quite often 
that the same system may transit from 3-wires into 4-wires, 5-
wires and back to 3-wires, etc. In addition, many voltage 
transformations can occur. Consider for example a typical 
distribution system consisting a typical overhead distribution 
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system, underground feeders, electric loads motors, etc. The 
medium voltage distribution system may be a 4-wire system, 
some of the secondary voltage circuits may be 5-wire systems, 
some 3-wire systems, etc. The loading of the system may 
consist of three phase loads as well as single phase loads. This 
system may be subjected to a number of disturbances, 
exogenous such as lightning as well as system internal 
disturbances such as motor start-up and shutdown, distorting 
loads, switchings, etc. Typical phenomena to be studied may 
be transient (lightning, motor start-up, etc.) and/or phenomena 
that can be described as quasi-steady state, for example, 
conditions during faults, imbalances, etc. In this section, we 
present modeling and analysis methodologies that are 
applicable to these systems and capable of capturing the 
phenomena that affect power quality. We present time domain 
analysis methods as well as steady state analysis methods. The 
common part of the proposed methodologies is the general 
model of the system that accommodates 3-wire, 4-wire and 5-
wire subsystems interconnected in any arbitrary fashion. 
Specifically, a unified time and frequency domain modeling 
approach is proposed, using a specific modeling principle. 
The modeling principle results in physically based quadratized 
component models and the use of Newton’s method to obtain 
the network solution.  A brief description of the method (both 
frequency domain and time domain) is presented next. 
 
Time Domain Analysis: Any power system device is 
described with a set of algebraic-differential-integral 
equations. These equations are obtained directly from the 
physical construction of the device. It is always possible to 
cast these equations in the following general form: 

 
i f v y v y u

f v y v y u0
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 (1) 

 
where i : vector of terminal currents, 
 v : vector of terminal voltages, 
 y : vector of device internal state variables 
 u : vector of independent controls. 

Note that this form includes two sets of equations, which are 
named external equations and internal equations respectively. 
The terminal currents appear only in the external equations. 
Similarly, the device states consist of two sets: external states 
(i.e. terminal voltages, v(t) ) and internal states ( i.e. y(t) ). 
The set of equations (1) is consistent in the sense that the 
number of external states and the number of internal equations 
equals the number of external and internal equations 
respectively. 
Note that equation (1) may contain linear and 
nonlinear terms. Equation (1) is quadratized, i.e. it 
is converted into a set of quadratic equations by 
introducing a series of intermediate variables and 
expressing the nonlinear components in terms of a 
series of quadratic terms. The resulting equations 
are integrated using a suitable numerical integration 
method. Assuming an integration time step h, the 

result of the integration is given with a second order 
equation of the form: 
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(2) 
 
where b1(t-h), b2(t-h) are past history functions. 

The network solution is obtained by application of Kirchoff’s 
current law at each node of the system (connectivity 
constraints).  This procedure results in the set of equations (3). 
To these equations, the internal equations are appended 
resulting to the following set of equations:  

 A i t Ik k

k
inj( )∑ =     (3) 

 internal equations of all devices  (4) 

where Iinj is a vector of nodal current injections (external 

injections), Ak is a component incidence matrix with: 
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i tk ( )  is the vector of terminal currents of component k. 

Note that Equations (3) correspond one-to-one with the 
external system states while Equations (4) correspond one-to-
one with the internal system states. The vector v tk ( )  of 
component k terminal voltages is related to the nodal voltage 
vector v(t) by: 

  v t A v tk k T( ) ( ) ( )=   (5) 
 
Upon substitution of device equations (2), the set of equations 
(3) and (4) become a set of quadratic equations: 
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where x(t) is the vector of all external and internal system 
states. 
 
These equations are solved using Newton’s method.  
Specifically, the solution is given by the following expression. 
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where: J is the jacobian matrix of equations (6) and )(txν  are 
the values of the state variables at the previous iteration. 
 
Frequency Domain Analysis: Starting from the 
quadratized equations (1) and assuming that the device 
operates under steady state (single frequency) conditions, 
equations (1) are transformed into the following set of 
complex equations: 
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Where  kI~ : vector of terminal currents, 

kV~ : vector of terminal voltages, 
kY~ : vector of device internal state variables, 

[ ]Tkkk YVX ~~~
= ,    

sCoordinatecartesianinXvectorx kk ~=  

and k
cmpxeqy _ , k

cmpxeqb _ , and k
realeqf _  are matrices with 

appropriate dimensions. )(•F  denotes a function mapping 
from a real vector to a complex vector. Note that this form 
includes two sets of equations, which are named external 
equations and internal equations respectively. The terminal 
currents appear only in the external equations. Similarly, the 
device states consist of two sets: external states (i.e. terminal 
voltages, kV~ ) and internal states kY~ . The set of equations 
(8) is consistent in the sense that the number of external states 
and the number of internal states equals the number of 
external and internal equations respectively. The form of 
equations (8) resembles the Norton form for electrical 
components. For this reason we have named the model (8) the 
Generalized Norton Form (GNF). 
 
The network equations are obtained by application of the 
connectivity constraints among components. For electrical 
circuits, the connectivity constraints are simply Kirchoff’s 
current law at each node of the system.  This procedure results 
in the set of equations (9).  To these equations, the internal 
equations are appended resulting in the set of equations (9) 
and (10):  
 

0IA
k

kk =∑ ~
    (9) 

internal equations of all devices  (10) 
 
where kI~  is component k terminal currents composed of the 
currents at the composite nodes k1, k2, etc.  Ak is a component 
incidence matrix. This matrix has been defined earlier. 
 

Let V~  be the vector of voltages at all the nodes of the system 
grouped by composite nodes. Then, the following relationship 
holds: 
 

VTkk AV
~)(~ =     (11) 

 
where kV~  is component k terminal voltages. Upon 
substitution of device equations (1) and incidence equations 
(11), the set of equations (9) and (10) become a set of 
quadratic equations:   
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where X~  is the vector of states composed of all the 
components’ state kX~ ; x is the vector of network states 
composed of all the components’ state kx ; BfY ,,~ , etc., are 
matrices with appropriate dimensions. These equations are the 
network equations. The simultaneous solution of these 
equations is obtained via Newton’s method described next. 
 
The numerical algorithm for solving the network equations 
(12) consists of two steps. First, we convert the network 
equations (12) into cartesian coordinates by simply replacing 
each complex variable with its cartesian form and separating 
the real and imaginary parts of the complex equations. The 
procedure is equivalent with replacing each element in Y~  
with its corresponding 22×  Hermetian matrix. In particular, 

ijY~  is replaced by: 
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where superscript r denotes real part and superscript i denotes 
imaginary part. Then, equation (12) is transformed into 
Equation (13) below: 
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Equation (13) is solved using Newton’s method. Specifically, 
the solution is given by the following algorithm: 
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where ν  is the iteration step number; J  is the Jacobian 
matrix of equations (13). In particular, the Jacobian matrix 
takes the following form: 
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Algorithm (14) guarantees quadratic convergence since it is 
Newton’s method applied to a set of quadratic equations. In 
fact, algorithm (14) converges in two or three iterations. 
 
Applications 
The proposed methodologies have been implemented and 
their application for power quality analysis is described next. 
We focus on voltage variations and specifically the 
distribution of voltage disturbances and how they are related 
to design parameters. 
 
Example Test System: Figure 1 illustrates the example 
system. Note that it is a small section of a typical distribution 
circuit with voltage correction capacitors placed at specific 
points of the system. Note also that the grounding of the 
system is modeled.  
 
Voltage Sags and Swells: Sequences of fault initiation, fault 
clearing and reclosing result in voltage sags for certain 
customers and voltage swells for others. The level of the 
voltage swells and sags depends on grounding system design. 
This fact had been recognized long time ago. For example, an 
IEEE committee has published expected values of 
overvoltages on unfaulted phases during a ground fault. 
Similarly, international standards have published similar 
results. These calculations have been based on power system 
models that assumed symmetry (symmetrical components). 
Because the power system components are not symmetric, the 
voltage swells that will appear in unfaulted phases are 
different from what the symmetric models predict.  The 
method presented in this paper provides the exact voltage 
swells and voltage sags for any fault at any location and for 
any design system in terms of neutral size, grounding design, 
etc. As an example, Figure 4 illustrates the voltage swells and 
sags along a circuit during a single line to ground fault. Note 
that the two unfaulted phases experience a different level of 
voltage swells due to the asymmetry of the system. 

G

13.8 kV Distr. Line
Phase: ACSR, 795 kcm, Neutral: ACSR, 715.5 kcm

Length: 3.5 mi, Span: 440 ft, Pole Grd: 85 ohms

13.8 kV Distr. Line
Phase: ACSR, 795 kcm, Neutral: ACSR, 715.5 kcm

Length: 1.5 mi, Span: 440 ft, Pole Grd: 85 ohms

Six Pulse Converter Load
1500 kVA, pf 0.85

Three Phase Cap Bank
1200 kVAr

Three Phase Cap Bank
1200 kVAr

Equivalent 115 kV Source
Z1=Z2=j10 ohms, Z0=j15 ohms

1
2 30 MVA, 115/13.8kV XFMR

Delta/Wye Connected, Z=j0.08 pu

1
2

2.5 MVA, 13.8/0.48kV XFMR
Delta/Wye Connected, Z=j0.12 pu

SOURCE

BUS2C BUS2

BUS3

BUS1

BUS13KV

LOAD

BUS1C

  
Figure 1. Example Test System for Harmonic Resonance 
The faulted phase experiences voltages sags that vary along 
the length of the circuit. Figure 4 illustrates the voltages with 
respect to the neutral. Figure 5 illustrates the absolute voltages 
of the same phases and same fault condition as well as the 
voltage of the neutral. Note that the neutral voltage varies 
along the length of the circuit. It is also important to note here 
that the absolute voltage swells of the unfaulted phases are 
lower than the voltage swells relative to the neutral. The 
difference is due to the voltage elevation of the neutral due to 
the ground fault. The level of the neutral voltage elevation is 
dependent upon the design of the grounding system. 
What is more important is the statistical distribution of the 
voltage swells or voltage sags for various types of faults that 
may occur in the system. This topic is discussed next. 

 
Figure 4. Distribution of Voltage Swells and Sags for a 
Specific Fault Condition and Circuit Design – Deviation 

from Nominal, Voltages to Neutral 
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Figure 5. Distribution of Voltage Swells and Sags for a 
Specific Fault Condition and Circuit Design – Deviation 

from Nominal, Absolute Voltages 

A powerful method to statistically assess the performance of 
the system relative to power quality is the Monte Carlo 
simulation.  For this purpose, probability distribution 
functions of random events must be modeled. Then the 
method consists of the following procedure: first an event is 
selected (randomly from the known distributions). Then, the 
condition is simulated and the effects of the condition on 
power quality are quantified. The procedure is repeated many-
many times and the results are summarized into statistical 
distribution of maximum overvoltages or current at any 
selected point in the circuit or as a maximum violation of a 
criterion, etc. The method is applied to to determine the 
statistical distribution of voltage swells and sags. Specifically, 
the test system of Figure 1 has been used to illustrate the 
computation of voltage sags and swells distribution using a 
Monte Carlo simulation. For this purpose, an electric fault 
type is randomly selected (phase A to neutral, Phase A to 
Phase B, etc), the fault is applied to a randomly selected 
location of the system (along any circuit) and the condition is 
simulated to determine the voltage at a specific customer 
point. The process is repeated many-many times and the 
results are tabulated into a probability density function, or a 
cumulative distribution function. Figure 6 illustrates the 
results of this simulation for a customer location at BUS2. 
Note there is substantial probability for voltage sags to the 
range (0 to 2 kV) and another substantial probability for 
voltage swells in the range (8 kV to 11 kV). Figure 7 
illustrates the probability density function of the absolute 
voltages. Note the difference that is mainly due to the voltage 
elevation of the neutral during faults. The proposed model 
provides a quantitative method to assess this effect.  

Transient Voltage Disturbances: Switchings and lightning 
can initiate transients that propagate through the system and 
reach sensitive customer equipment. The described time 
domain simulation method computes the transients reaching 
any point of the system.  Thus the transient voltage 
waveforms at specific devices terminals are computed and can 
be compared to the withstand capability (susceptability curve) 
of the equipment.  This procedure is illustrated in Figures 8 
and 9. Figure 8 illustrates the system, the disturbance and the 
calculation of the transient voltage waveforms.  Figure 9 

illustrates the identification of the frequency and duration 
content of the waveform and the placement of the disturbance 
on the susceptibiulity curve of the equipment. In this way one 
can determine, by inspection, the effect of the disturbance on 
the equipment. Note that the computation procedure requires 
two components: (a) transient voltage computation by means 
of system-wide disturbance analysis, and (b) characterization 
of the disturbance at a specific site in terms of frequency 
content and peak value. 
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Figure 6. Probability Density Function of Voltages (Phase 

to Neutral) at BUS2 
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Figure 7. Probability Density Function of Voltages 

(Absolute Voltages) at BUS2 

L1

N

G

 
Figure 8. Time Domain Simulation of Transient Voltages 
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Figure 9. Disturbance Characterization Relative to the 

Susceptibility Curve 

The transient disturbances can occur in many different forms 
and they are dependent upon parameters that exhibit random 
variations, such as lightning crest and rise time, switching 
time relative to the power frequency cycle, etc. For these 
reasons, it is important to evaluate the transients under all 
possible variations of the important parameters. A useful 
method for this purpose is the Monte Carlo simulation 
described earlier. The Monte Carlo simulation is applied to an 
example system for the purpose of providing the distribution 
of transient voltages due to lightning and their relationship to 
the susceptibility curve of a specific end use equipment.  
The example system is illustrated in Figure 10. The system 
consists of an industrial facility with electronic equipment. It 
is fed from an overhead 12 kV distribution circuit via a 0.5 
mile underground distribution cable. The facility has a ground 
loop around the building and the transformer neutral is bonded 
to the ground loop. 
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Figure 10. Disturbance Characterization Relative to the 

Susceptibility Curve 
The system of Figure 10 has been evaluated with a Monte 
Carlo simulation. The point of interest is the sensitive 
electronic equipment illustrated in Figure 10. A large number 
of lightning and switching trials have been simulated and the 
transients at the terminals of the electronic equipment have 
been recorded, characterized and superimposed on the 
susceptibility curve. The results are illustrated in Figure 11. 
The results illustrate that there are two clusters of 

overvoltages, one resulting from lightning and another 
resulting from switching. The results also provide information 
on the magnitude of these disturbances as related to the 
susceptibility of the electronic apparatus. One view of the 
results of Figure 11 is enough to realize that there is a 
significant number of events that will result in power quality 
problems for this system. It should be also apparent that the 
method can be used to assess the effectiveness of specific 
design modifications on improving the power quality of the 
system. For example, the grounding of the facility and the 0.5 
mile long cable can be modified (improved) by adding another 
ground conductor. Then the Monte Carlo simulation can be 
repeated. The performance gains then can be assessed and the 
cost effectiveness of the design modification can be 
quantified.  
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Figure 11. Statistical distribution of Disturbance Voltages 

Relative to the Susceptibility Curve 
 

Needs and Future Developments 
 
The electric power system is continuously evolving. Recent 
emphasis is in distributed generation. At the same time, most 
power quality problems are associated with secondary 
distribution systems, i.e. systems operating at 480 volts or 
2x120 volts. Distributed generation has the potential to 
contribute a fair amount of power quality problems or to 
provide nice solutions for premium power quality. For 
example, most newer distributed generation systems are 
interfaced to the system via power electronic devices that have 
the capability to provide additional controls to the system, for 
example to control the level of imbalance in the system, the 
neutral voltage under normal operating conditions (stray 
voltages), etc. It is important to address these issues and the 
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associated design problems with new methodologies that help 
to understand the behavior of the system and to provide 
appropriate solutions. In addition to voltage disturbances, one 
should be concerned with the stability properties of the 
system, the capability of distributed generation to maintain 
synchronism under voltage disturbances and a host of other 
problems. The proposed methodology is a start towards 
addressing these issues. We expect that the proposed 
modeling and analysis methodologies will result in better 
tools for power quality assessment band improvements in the 
new complex electric power systems. 
 
Summary and Conclusions 
 
This paper presented a physically based modeling and 
analysis method of power systems with explicit representation 
of 3-wire, 4-wire and 5-wire systems. The method provides 
frequency domain solutions as well as time domain solutions. 
The model can be used to evaluate typical power quality 
problems on distribution systems. Because the modeling is 
physically based, one can directly relate design parameters to 
power quality performance of the system. Application 
examples have been presented that clearly correlate power 
quality performance to the design of the system. 
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Hybrid Fuzzy Logic Control with Global Signals for 
UPFC to Reduce Control Interactions 

 
L.Y. Dong* and M. L. Crow* 

 
 
Abstract:  In this paper, it is shown that dynamic interactions can 
occur between multiple UPFCs installed in multimachine power 
systems.  The existence of these dynamic interactions can adversely 
affect the overall system performance and lead to system instability.  
To mitigate these adverse interactions, a hybrid fuzzy logic controller 
for the UPFC is developed.  This controller combines the advantages 
of a fuzzy logic controller and a conventional PI controller.  An 
additional global feedback signal also gives improved performance.  
The WSCC three-machine system and the IEEE five-machine 14-bus 
system are used to demonstrate the existence of the control 
interactions and the efficiency of the proposed approach.    
 
KEYWORDS: Control Interactions, UPFC, Fuzzy Logic 
 

I. INTRODUCTION 
 
The rapid development of the power electronics industry has made FACTS 
devices attractive for utilities due to their flexibility and capacity of 
effectively controlling power system dynamics for secure operation.  The 
Unified Power Flow Controller (UPFC) is the most versatile FACTS device, 
and has the capabilities of controlling power flow in a transmission line, 
improving transient stability, mitigating system oscillations and providing 
voltage support [1].  
In large interconnected networks, more than one FACTS device in the same 
region or electrical area will be a natural consequence of the growing use of 
this technology.   However, adverse dynamic interactions can occur not only 
among the control functions of a single FACTS device but also between 
different FACTS devices if their controls are not coordinated [2].  The 
existence of the dynamic interactions among FACTS controls can adversely 
affect the overall performance and even lead to dynamic instability of the 
system.  Adverse interactions among FACTS controls must be carefully 
studied and alleviated before multiple FACTS devices can be safely deployed 
in a system.   
Most FACTS device controllers use a conventional proportional-integral (PI) 
control due to its simplicity.  However linear controllers, such as a PI 
controller, may cause interactions over a wide range of operating conditions 
or under large disturbances for nonlinear system.  To improve the system 
performance, fuzzy logic theory has been applied to the controller design for 
FACTS devices.  The operation of the fuzzy logic controller does not rely on 
how accurate the model, parameters, or operating conditions are, but rather, 
on how effective the linguistic rules of the fuzzy controller are.  However, 
defining membership functions of linguistic variables and formulating fuzzy 
rules by manual operation are very time consuming.  Thus this paper presents 
a hybrid fuzzy logic controller with global signals for UPFC to minimize the 
dynamic interactions.   
 
*Electrical and Computer Engineering, University of Missouri-Rolla, Rolla, 
MO 65409-0040 
This controller replaces the proportional term in the conventional PI 
controller with an incremental fuzzy logic controller while leaving the 
conventional integral term unchanged.  Compared with the existing fuzzy PI 
controllers, this new hybrid fuzzy proportional plus integral controller keeps 
the simple structure of the PI controller and can cover a much wider range of 
operating conditions.  To improve the system dynamic stability, additional 
global control inputs obtained remote from the controller are added into the 
new hybrid fuzzy controller.   Two case studies of the WSCC three-machine 
system and IEEE five-machine 14-bus system present the efficiency of the 
proposed hybrid fuzzy logic controller in reducing dynamic control 
interactions.  

 
 

II. POWER SYSTEM MODEL 
 

 In order to consider the full effects of the generator dynamics 
including the speed governor and turbine, exciter/AVR and UPFC 
dynamics, the following dynamic models of the system components 
were used [3]:  
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IEEE Type I Exciter/AVR Model: 
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Figure 1: UPFC Schematic diagram 
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The unified power flow controller, or UPFC, is the most 
complex voltage-sourced-converter (VSC)–based FACTS 
device.  Figure 1 shows the schematic diagram of a UPFC.  It 
consists of a combination of a shunt and series branches 
connected through a DC capacitor.  The series connected 
inverter injects a voltage with controllable magnitude and 
phase angle in series with the transmission line, therefore 
providing real and reactive power to the transmission line.  
The shunt-connected inverter provides the real power drawn 
by the series branch and the losses and can also independently 
provide reactive compensation to the system by the reactive 
current [1].  By defining a proper synchronous reference 
frame, the dynamic model of UPFC can be written as: 
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where dii and qii  are the injected dq converter currents, dcV  is 

the voltage across the DC capacitor, dcR represents the 
switching losses, 11 θ∠V and 22 θ∠V  are the terminal voltages 
of the UPFC. 
 
The power balance equations at bus 1 are given by: 
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and at bus 2: 
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III. CONTROL INTERACTION ANALYSIS 
 
The UPFC has three control parameters: the magnitude and 
angle of the injected voltage and the shunt reactive current.  
The series output active and reactive power flow control can 
be controlled independently by injecting a series voltage with 
an appropriate magnitude and angle.  In the synchronous 
rotating dq reference frame, the series injected voltage can be 
split into dE and qE .  By controlling dE and qE properly, 
different active and reactive power flows can be achieved. 
Similarly by controlling the shunt injected voltage dE and qE , 
the shunt-connected converter can provide independent 
reactive power support and maintain constant DC capacitor 
voltage.  The conventional PI technique is typically used in 
UPFC controller design.  One straightforward PI-based 
control is shown in Figure 2 [4]. 
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Figure 2: UPFC Control Block Diagram 

 
To investigate the interactions among UPFC controllers, two 
case studies are presented for the WSCC three-machine nine-
bus system and the IEEE five-machine 14-bus system.  All the 
UPFC controllers use the PI-based control approach shown in 
Figure 2 and each UPFC control is designed and optimized 
separately without considering the presence of other UPFCs.     

 
Figure 3: WSCC Three-machine nine-bus System 
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The WSCC System Example 
 
The WSCC three-machine nine-bus system shown in Figure 3 
is adapted to demonstrate the existence of dynamic 
interactions among UPFC controllers.  UPFC1 and UPFC2 are 
installed in transmission lines 6-7 and 4-9 respectively as 
shown.  A three-phase fault is applied at bus 8 to simulate a 
transient disturbance.  The fault is introduced at 0.02s and 
cleared after 100ms without a system configuration change.  
The main control tasks of the UPFC are to maintain the 
steady-state power flow, DC capacitor voltage, and provide 
voltage support. 
 
Figures 4 through 6 show the dynamic performance of the 
system with two UPFCs installed.  Figure 4 shows the 
generator frequencies.  Figures 5 and 6 show the active and 
reactive power flows across their respective lines.  All of these 
responses clearly indicate that an instability occurs, although 
the system is stable when each UPFC controller is 
independently installed.  This is a clear example that shows 
the existence of the dynamic interactions between the UPFC 
controllers, which can lead to potential system instability.   
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Figure 4: Generator frequencies 
 
 

To pinpoint which portion of the PI controller is interacting 
negatively, the simulation of the two UPFC controls with the 
UPFC2 series reactive power control disabled is shown as the 
dash-dot lines in Figure 7.  The solid lines are the results with 
the UPFC2 series reactive power control enabled.  Figure 7 
clearly indicates that it is the interaction of the reactive power 
controls that are causing the instability.   
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Figure 5: UPFC1 installed in line 6-7 
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Figure 6: UPFC2 installed in line 4-9 
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Figure 7:   Comparison of the rotor angle differences with and 

without reactive power controls on UPFC2 
 
The IEEE 14 Bus System Example 
 
This section presents another case study for control interaction 
analysis.  UPFC1 and UPFC2 are installed in transmission line 
6-16 and 2-17 respectively of the IEEE 14 bus system as 
shown in Figure 8.  A three-phase fault of 100ms duration is 
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simulated at bus 8. 

 
Figure 8: The IEEE five-machine 14-bus System 

 
From Figures 9 and 10, it can be seen that the system exhibits 
high frequency interactions between these two UPFC 
controllers.  As in the WSCC case, the system is again 
simulated with the reactive power portion of the UPFC2 PI 
controller disabled.  As before, when the controller is 
disabled, the interactions cease to exist. 
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Figure 9: UPFC1 installed in line 6-16 
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Figure 10: UPFC2 installed in line 2-17 

 
 
The case studies presented above demonstrate that there 
dynamic interactions do exist among UPFC controllers and 
that a purely linear PI control approach may not properly 
capture the complex dynamics of the system under large 
disturbances.  To deal with the nonlinearity and uncertainty of 
the system, a nonlinear hybrid fuzzy logic controller with 
global signals will be developed in the next session to 
minimize the dynamic interactions. 
 
IV. HYBRID FUZZY CONTROLLER DESIGN 
 
A conventional PI controller uses an analytical expression of 
the following form to compute the control action: 

( ) ( ) ( )dtteKteKtu IP ∫⋅+⋅= . 

The discrete-time and incremental form is written as 
( ) ( ) ( )keTKkeKku IP ⋅⋅+∆⋅=∆ , 

where  
( )ku∆ is the change of control output and we have that 
( ) ( ) ( )1−−=∆ kukuku ,  

( )ke  is the error and ( ) ( )kyyke sp −= , where ( )ky  is the 

system output and spy is the desired system output, 

( )ke∆ is change of error ( ) ( ) ( )1−−=∆ kekeke , 
k is the k -th sampling time and T  is the sampling time. 
 
The PI controller has a simple control structure and is easy to 
design by adjusting the two control parameters PK and IK  to 
achieve acceptable performance.  The main idea of the hybrid 
fuzzy controller is to use the fuzzy proportional (P) controller 
to improve the overshoot and rising time response and a 
conventional integral (I) controller to reduce the steady-state 
error [5].  Therefore, combining the advantages of a 
conventional PI controller and a nonlinear fuzzy logic control 
technique, this controller is constructed by replacing the 
proportional term in the conventional PI controller with an 
incremental fuzzy logic controller.   
 

( ) ( ) ( ) ( ) ( )keTKkuKkukuku IfP ⋅⋅+∆⋅=−−=∆ 1  
 
where ( )ku f∆ is the output of the incremental fuzzy logic 
controller.  This control scheme is shown in Figure 12.  
 
  
 
 
 
 
 
 
 
 

Fig.12 Hybrid Fuzzy control scheme 
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The main fuzzy logic control procedure is to fuzzify the 
controller inputs, then infer the proper fuzzy control decision 
based on defined rules and the fuzzy output is then produced 
by defuzzifying this inferred control decision.  
 
A. Fuzzification and membership functions 
 
The fuzzification will transfer the crisp control variables to 
corresponding fuzzy variables.  It is common to use the output 
error and the derivative of the output as controller inputs.  
Therefore, the incremental fuzzy logic controller selects ( )ke  
and ( )ke&  as its inputs in this paper.   
Each of the fuzzy logic controller input and output signals is 
interpreted into a number of linguistic variables and each 
linguistic variable has its own fuzzy membership function.  
The membership function maps the crisp values into fuzzy 
variables.  In this hybrid fuzzy controller, membership 
functions N (negative), Z (zero) and P (positive) assigned with 
linguistic variables are used to fuzzify the error and its 
derivative.  Inputs ( )ke  and ( )ke&  fuzzify into ( )pezene .,.,.  
and ( )pezene .,.,. &&& .  For the output ( )ku f∆ , ( )pozono .,.,.  are 
the fuzzy states.  For simplicity, it is assumed that the 
membership functions are symmetrical and each one overlaps 
the adjacent functions by 50%.  The membership functions for 
the inputs and the output are shown in Figure 13. 
 
 
 
 
 
 
 
Figure 13: Membership functions for the hybrid fuzzy 
controller 
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where ( )kx represents the inputs to the fuzzy controller at the 
kth sampling instant. 
 
The membership function of the negative set is  
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And for the zero set the membership function used is  
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B. Rule base and inference 
 
In general, fuzzy systems map input fuzzy sets to output fuzzy 
sets.  Fuzzy rules are used to characterize the relationship 
between fuzzy inputs and fuzzy outputs.  For a system of two 
control variables with three linguistic variables in each range, 
this leads to the following 3× 3 rules: 
 

R1: If ( )ke  is N and ( )ke&  is P then ( )ku f∆ is Z 

R2: If ( )ke  is Z and ( )ke&  is P then ( )ku f∆ is P 

R3: If ( )ke  is P and ( )ke&  is P then ( )ku f∆ is P 

R4: If ( )ke  is N and ( )ke&  is Z then ( )ku f∆ is N 

R5: If ( )ke  is Z and ( )ke&  is Z then ( )ku f∆ is Z 

R6: If ( )ke  is P and ( )ke&  is Z then ( )ku f∆ is P 

R7: If ( )ke  is N and ( )ke&  is N then ( )ku f∆ is N 

R8: If ( )ke  is Z and ( )ke&  is N then ( )ku f∆ is N 

R9: If ( )ke  is P and ( )ke&  is N then ( )ku f∆ is Z 
Using the inference engine Max-Min and Zadeh’s rules for 
AND, the activation of the i th rule consequence is a scalar 
value which equals the minimum of the two antecedent 
conjuncts’ values.  A defuzzification method is also required 
to transform fuzzy control activations into a crisp output 
value.  For the incremental fuzzy logic controller, using center 
of mass defuzzification method the output ( )ku f∆ is  

( )
( )

∑

∑

=

=

⋅

=∆ 9

1

9

1

j
j

j
jj

f

kc
ku

µ

µ
 

where ( )kc j is the value of control output corresponding to 
the membership value of input equal to unity.   
 
C. A Hybrid Fuzzy Controller for UPFC 
 
The conventional PI control approach for UPFC is divided 
into both shunt and series portions.  The shunt PI controller to 
provide voltage support and maintain the constant DC 
capacitor voltage is given by: 

ιι

ιι

dVKVKE

dVKVKE

t

dcdcIdcdcPd

t

vsIvsPq

∫

∫

∆+∆=∆

∆+∆=∆

0
1

0
111

)(

)(

. 

The series PI controller to regulate the series output active and 
reactive power is given by: 
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To construct the hybrid fuzzy logic controller, the 
proportional terms in the conventional PI controllers described 
above are replaced by the output variables of the incremental 
fuzzy logic controller.   Since the series reactive power 
controller is responsible for the negative interaction in both 
case studies, the simple conventional PI controller remains for 
shunt voltage regulation and DC capacitor voltage 
maintenance.   The hybrid fuzzy logic controller is applied for 
series active and reactive power control only.  This reduces 
the complexity of the control.   
 
D. Additional global signal inputs  
 
The effectiveness in system dynamic stability is limited by 
using local signals for the controllers.  Additional global 
signal inputs obtained remote from the controller make it 
possible to get improved performance.  From the above case 
studies, the interactions among UPFC controllers can 
adversely influence the rotor damping of the generators, thus 
the difference in speed between two generators are applied as 
the global signals in this paper.  Figure 9 shows the hybrid 
fuzzy logic control scheme with global signal inputs for the 
UPFC.   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 14: Hybrid Fuzzy Logic Controller with global signal 
inputs 
 
 
V. SIMULATION VERIFICATION 
 
The same example systems are used to evaluate the 
performance of the new hybrid fuzzy logic controller for 
UPFC in minimizing the dynamic control interactions.     
 
The WSCC Test System 
 
The same three-phase fault with 100ms duration is applied at 
bus 8 of WSCC three-machine nine-bus system with two 
UPFCs installed in lines 6-7 and 4-9 respectively.   
 
The speed difference between generators 1and 2, and 
generators 2 and 3 are chosen to be the global control signal 
inputs.  With the additional global signal inputs, the series 
hybrid fuzzy logic controller is rewritten as: 
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Figures 15 through 18 show the system dynamic performance 
comparison by using hybrid fuzzy logic controller with global 
signals inputs, hybrid fuzzy logic controller only and 
conventional PI controller respectively.  Using a conventional 
PI controller, the dynamic control interactions occur between 
the UPFC controllers and lead to the system instability.  The 
adverse interactions cannot be reduced even with the hybrid 
fuzzy logic controller and the system is still going unstable.  
By adding the additional global signal inputs, the hybrid fuzzy 
logic controller minimizes the dynamic interactions and the 
system returns to a stable state.  Therefore, the combination of 
the hybrid fuzzy logic controller with the additional global 
signal inputs is the most efficient approach to eliminate the 
control interactions. 
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Figure 15: UPFC1 active and reactive power responses 
 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

P
U

P
F

C
, 2

PI       
Fuzzy 
Fuzzy + global

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0.1

0.15

0.2

0.25

0.3

0.35

0.4

time (seconds)

Q
U

P
F

C
, 2

PI
Fuzzy
Fuzzy + global

 
Figure 16: UPFC2 active and reactive power responses 

 
  ∫pIK

  dt
d

 

2P&∆

2P∆  
pPK

2qEd∆
refP2 +

−
2P

Controlle
Fuzzy

+

iω

jω

+
−∫+ pIpP KK ωω

 
  ∫qIK

  dt
d

 

2Q&∆

2Q∆  
qPK

2dEd∆

refQ2 +

−
2Q

Controlle
Fuzzy

+

iω

jω

+
−∫+ qIqP KK ωω

+

+

odE 2∆

oqE 2∆

+

oqE 2

2qE∆

+

odE 2

2dE∆

2qE

2dE

dc

qd

V

EE
k

22 +
=

















+
= −

22
1cos

qd

d

EE

E
α



CARIBBEAN COLLOQUIUM ON POWER QUALITY (CCPQ), JUNE 2003 
SESSION 3: VOLTAGE AND CURRENT VARIATIONS 

 

3.22

 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0.4

0.6

0.8

1

1.2

1.4

δ 21
 (

ra
di

an
s)

PI       
Fuzzy 
Fuzzy + global

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
−0.6

−0.4

−0.2

0

0.2

0.4

time (seconds)

δ 32
 (

ra
di

an
s)

PI         
Fuzzy 
Fuzzy+ global

 
Figure 17: Generator angle differences 
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Figure 18: Generator frequencies 
 
The IEEE 14 bus test system 
 
To validate the robustness of the hybrid fuzzy logic controller 
with global signal inputs, the IEEE five-machine 14-bus 
system is used with UPFC1 and UPFC2 installed in lines 6-16 
and 2-17 respectively.  The same three-phase fault of 100ms 
duration is simulated at bus 8.  The results of the global hybrid 
fuzzy control are shown together with the conventional PI 
control results in Figure 19 and 20.  In this case it can also 
demonstrate that the new global hybrid fuzzy control 
approach has a satisfactory performance on the elimination of 
control interactions.   
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Figure 19: UPFC1 active and reactive power responses 
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Figure 20: UPFC2 active and reactive power responses 
 
VI. CONCLUSIONS 
 
This paper investigates the existence of dynamic interactions 
between multiple UPFC controllers.  Due to the interactions, 
the joint operation of the UPFC controllers can result in poor 
control performance and even a closed-loop system 
instability.  Therefore, a new hybrid fuzzy logic control is 
presented for UPFC to reduce the dynamic control 
interactions.  The structure of the fuzzy controller is very 
simple since it only replaces the proportional term of the 
conventional PI controller in an incremental fuzzy logic 
controller and remains the conventional integral term.  This 
paper also shows the improved dynamic system stability 
performance that is achieved by adding additional global 
control signals to the hybrid fuzzy controller.  
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Abstract 
 
     Power acceptability curves, also known as voltage 
vulnerability or sensitivity curves, have been used for 
over 30 years to characterize momentary events of low 
voltage in power distribution systems.  In this paper, a 
summary of how the curves were developed is given, 
and some thoughts on the applicability of the curves are 
presented. 
 
Index terms:  CBEMA curve, voltage sags, power 
quality, power acceptability, voltage sensitivity 
 

I.  Power acceptability 
  
     Many power quality indices relate to steady state 
phenomena, and relatively few relate to momentary 
events.  However, many power quality engineers feel 
that bus voltage sags, a natural consequence of a highly 
interconnected transmission system, may be the most 
important type of power quality degradation, and 
therefore a useful measure of the severity of these 
events is desirable.  One such metric is the power 
acceptability curve (or voltage sensitivity or voltage 
vulnerability curve) which is a graphic metric of the 
severity of bus voltage sags plotted versus the duration 
of these events.  Table I shows some of the issues that 
might be captured by a power acceptability (sensitivity) 
metric.   

 
     The best known of the graphical metrics for bus 
voltage sensitivity is the Computer Business Equipment 
Manufacturing Association (CBEMA) curve which is a 
graphic depicting the severity of a distribution bus 
voltage sag, ∆ V, versus its duration T.   The  ∆ V-T  
plane is a two dimensional space in which the line ∆ V 
= 0 represents the case that distribution voltage is at 
rated value, and the ∆ V < 0 half-plane is the bus 
voltage sag region.  Overvoltage and undervoltage 
events of very minimal impact (small | ∆ V | ) are 
considered 'acceptable' in the sense that loads are not 
disrupted;  further, very short duration events (small T) 
are considered acceptable.  Thus the ∆ V - T plane is 
divided into acceptable and unacceptable regions.  Fig. 
(1) shows the CBEMA power acceptability curve.  The 
CBEMA curve depicted in Fig. (1) has ∆ V indicated as 

a percent of rated voltage, and T shown on a logarithmic 
scale in seconds.    

 
Table I  Some issues in voltage sag and overvoltage 

events in primary distribution systems 
 

 
Type of 
event 

 
Root cause 

Main issues to be 
captured by an 

event that measures 
the metric 

High voltage circuit 
in contact with low 
voltage circuit 

| ∆ V| 

Inappropriate shunt 
capacitor application 

| ∆ V| 

 
 
Overvoltage 

Capacitor switching | ∆ V|, crest factor, 
duration of event 

 
Induction motor 
startup 

| ∆ V|, duration of 
event, possibly 
phase shift during 
event 

Heavy loads, 
pulsating loads, 
heavily loaded 
feeders 

| ∆ V|, duration of 
event 

 
 
 
Low 
voltage 

Faults in the 
transmission or 
subtransmission 
system 

| ∆ V|, duration of 
event, possibly 
phase shift during 
event 
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Fig. (1) The CBEMA power acceptability curve 
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     References [1-3] discuss a fuzzy logic alternative to 
assess voltage - load sensitivity, testing of loads to 
CBEMA standards, and computer performance during 
voltage sags respectively.  Bollen has discussed a 
classification system of voltage sags and their effects 
[4].  Ride through issues for adjustable speed drives 
appear in [5].  References [6] and [7] by Kyei and other 
researcher describe research into the ‘derivation’ of 
these curves by using data from appropriate models of 
loads. 
     It is evident that power acceptability curves have 
frailties in design and application.  For example, very 
short duration events (e.g., less than a cycle in duration) 
have an ambiguity in the sense that the duration of the 
event may be difficult to identify, and the point-on-
wave of the disturbance may have significant impact on 
the load.  Point-on-wave information is not depicted in 
the ∆ V-T plane.  Further, the three phase implications 
of a power acceptability curve as indicated above are 
not clear:  should one utilize phase information in the 
∆ V-T plane, or the positive sequence of the distribution 
voltage?  Or is the graph basically a single phase 
representation?  Another commonly asked question 
relates to the equation of the loci shown in Fig. (1).  The 
CBEMA curve was developed from experimental and 
historical data:  that is, cases of load disruption of 
mainframe computers were plotted in the ∆ V-T plane, 
and a separator was developed to identify the acceptable 
and unacceptable regions.   

 
II. A power quality standard 

  
     In 1998, Ayyanar and others [7] suggested the 
concept of a standard to represent whether power 
distributed is acceptable or unacceptable.  The essence 
of the concept is that one needs to write a concrete 
criterion upon which acceptability is decided.  One 
ultimate criterion of power acceptability relates to the 
operating status of the industrial process.  

 
     The particular power quality criterion depends on the 
nature of the load.  For example, simple incandescent 
lighting loads may have a very loose criterion for 
acceptability, while certain sensitive computer controls 
may have a much more restrictive criterion.  The 
difficulty in the selection of a single suitable criterion is 
confounded by the many possible load types.  For 
simplicity, consider the rectifier load type depicted in 
Fig. (2).  Voltage sags occur due to faults in the 
transmission, subtransmission, and primary distribution 
system, and they appear as low voltage conditions at 
Vac depicted in Fig. (2).  If the sag is of short duration 
and shallow depth, the ultimate industrial process 'rides 
through' the disturbance.  This means that although Vac 
is depressed, Vdc does not experience a sufficient 
disturbance to affect the load.  The concept of a voltage 
standard is introduced at this point:  a voltage standard 
is a criterion for power acceptability based on a 
minimum acceptable DC voltage at the output of a 
rectifier below which proper operation of the load is 
disrupted.   
     As an example of a voltage standard consider the 
following:  if Vdc drops below 87% of rated voltage, the 
load is lost, and the distribution power is deemed to be 
unacceptable.  The term 'standard' used in this context 
refers to the ultimate criterion upon which a decision of 
acceptability of supply is made.  The use of the term 
'standard' is not meant to imply an industry wide 
standard such as an IEEE standard.  Fig. (3) shows a 
simulation study suitable for quantifying the effect of 
sags on rectifier load performance. 

Vac

L

C

L
o
a
d

Vdc

 
 
 
 

 Fig. (2) A rectifier load 
 

 
Fig. (3) Simulation of a three phase rectifier load
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III.  Analytical synthesis of the CBEMA curve 
 
     The CBEMA curve was derived from experimental and 
historical data taken from mainframe computers.  The best 
engineering  interpretation of the CBEMA curve can be given 
in terms of a voltage standard applied to the DC bus voltage 
of a rectifier load.   Consider the case of either a single phase 
full wave bridge rectifier or the three phase bridge 
counterpart.  Let the load on the DC side be an RLC load.  If 
the DC bus voltage under a faulted condition is plotted as a 
function of the sag duration, the resulting curve is depicted in 
Fig. (4).  From Fig. (4), the locus of Vdc could be represented 
as a double exponential in the form, 
 

Vdc(t) = A + Be-bt + C e-ct. 
 
Parameter A is the ultimate (t ∞→ ) voltage, Vend, of the 
rectifier output.  For the single phase case, and for the 
balanced three phase case, A is simply the depth of the AC bus 
voltage sag. 
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Fig.  (4) Locus of Vdc(t)  under fault conditions 
(at t = 0) for a single phase bridge rectifier 

 
     For more complex cases, e.g. unbalanced sags, parameter A 
can similarly be identified as the ultimate DC circuit voltage if 
the sag were to persist indefinitely (this is readily calculable 
by steady state analysis of the given sag condition and the 
rectifier type).  If three points are selected on the CBEMA 
curve to identify the RLC filter combination used in the 
rectifier types considered in the original CBEMA tests, one 
finds, 
 

Vdc(t)=Vend+0.288e-1.06t+(0.712-Vend)e
-23.7t. (1) 

 
As an example, let the voltage standard be Vdc ≥ 0.87.  Then 
the Vdc excursion becomes unacceptable at T when Vdc = 0.87 
in Equation (1).  Solution for Vend in terms of  t = T in this 
expression gives 

 

Vend  = T

TT

e
ee

7.23

7.2306.1

1
712.0288.087.0

−

−−

−
−−

. 
 
This is the formula for the undervoltage limb of the CBEMA 
curve (Vend in per unit, T in seconds). 
 
 

IV.  Some practical considerations 
 

     Application of the CBEMA curve or most other power 
quality ‘standards’ require certain practical considerations.  
Among these non-ideal considerations are: 

 
• The meaning of ∆ V for short term events, 

especially when represented in root-mean-square 
(RMS) values 

• Three phase considerations 
• Non ideal sags (e.g., the sag is –10% for the first 

few cycles, followed by –15% for the next few 
cycles – or even less ideal conditions in which the 
sag has no well defined value 

• Repeating events (e.g., one event, followed by 
restoration of normal operating conditions, 
followed by another event) 

• Point-on wave issues (see Section 5) 
• Multiple loads each with different sensitivity to 

bus voltage magnitude. 
 

Some of these issues are more easily considered than others.  
However, the rectifier and –87% Vdc interpretation given 
above do apply in all the cited practical cases.  That is, at least 
in theory, a given non ideal, and perhaps three phase case, 
could be simulated utilizing a rectifier load with a DC circuit 
filter of the type cited above in connection with the 
‘derivation of the CBEMA curve’.  The three phase case is 
most easily considered as follows:  Fig. (4) shows a power 
acceptability curve for a three phase rectifier.  The case 
considered here is that of a phase A to ground fault using an 
87% Vdc voltage standard.  The procedure for the 
development of the power acceptability curve is similar to the 
one employed in deriving Equation (1).  The unbalanced 
rectifier is analyzed simply, and Vdc(t) in this case is given as 
 
Vdc(t) = Vend + 0.159e-0.158t + (0.841-Vend)e

-4.63t . (2) 
 
In Equation (2), the time constants were obtained using an LC 
filter on the DC side of a three phase, six-pulse bridge 
rectifier.  The values of the LC were chosen to agree with the 
filter design used in the single phase case mentioned in 
conection with the derivation of Equation (1).  That is, the 
CBEMA curve was found to correspond to the single phase 
rectifier case plus filter F.  If filter F is used as a filter in the 
three phase case, Equation (2) results.  Select a voltage 
standard of Vdc ≥ 0.87  When substituted into Equation (2) 
gives a formula for the power acceptability curve shown in 
Fig. (5) as  
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Other unbalanced faults are analyzed similarly. 
 
     The issue of short term representation of ∆ V in terms of 
RMS values was considered in [8].  In many power quality 
studies, waveforms are characterized through a RMS value,  
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where f(t) is a time signal and T is either the period of the time 
signal or a suitably long time.   
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Fig. (5) Power acceptability curve for a three phase rectifier 
load with a phase-ground fault at phase A, 87% Vdc voltage 

standard 
 
     For the periodic case, when T is an integer multiple of the 
period of f(t), and t0  is a fixed point on the wave, the RMS 
value is termed a synchronous RMS (s-RMS).  The s-RMS 
operation maps a time signal to a single point and can be 
visualized as an information concentrator.  It is a simple 
matter to demonstrate that the s-RMS quantifies the Joule 
effect of a sinusoidal voltage or current.  Reference [9] 
contains a discussion of applications and calculation 
procedures.  Fig. (6) shows an example of a short term voltage 
sag for which the following key parameters are noted: 
 

• Tw is the length of the observation time window 
• Ts is the duration of the change in signal’s amplitude 
• T is the period of the signal, assumed as with 

sinusoidal variation 
• T0 is the moment of the amplitude change (considering 

that the observation window starts at t = 0) 
• r is the magnitude of amplitude change (in p.u.;  the 

reference value is the amplitude at t < t0).  Note that r 
≤ 1 and r ≥ 0 for voltage sags, r < 0 for swells. 

• ϕ is the phase at t = 0. 
 

 
Fig. (6) Model of a voltage sag signal 

 
     In power quality studies, the effects on consumers are often 
quantified in terms of the deviation of secondary distribution 
voltage RMS values.  However when sag events are of short 
duration, the RMS values may have a problematic 
interpretation.   
 
     There are many hardware and software algorithms which 
compute RMS values, and it becomes advisable to identify the 
hidden possible errors in calculation and interpretation.  Note 
that the RMS operator is nonlinear, but working with 2

rmsF and 
f2(t) gives the linear formulation, 

∫
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the RMS operator is continuously carried out over a 
windowed time T, using past samples from the input signal 
g(t), a moving average finite impulse response filtering is 
performed, 
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where  rT(t) is a rectangular pulse which is zero everywhere 
except in the interval [t-T, t] where it is unity.  In the Fourier 
domain, 
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ω

ω jRjG
Tj

jG TTrms =  

The notation (*) denotes frequency domain convolution.  
Equation (4) indicates that there is a frequency response 
interpretation to the RMS operator.  References [10,11] 
further discuss factors relating to the calculation of the RMS 
value. 
 
     The problem of repeated events is considered in [12].  The 
concept of repeated events is problematic because a second 
event, following closely after a first event, could have greater 
impact than an isolated event that is identical to the cited 
second event.  For example, a momentary sag occurring at t = 
0, for six cycles, followed by a second event at t = 0.15 s (60 
Hz system) of duration six cycles might be analyzed;  in such 
a case, the analysis of the second event of six cycles is quite 
different from an analysis performed of an isolated, non-
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repeated event of identical duration and sag depth.  Heydt [12] 
suggests that there is a recovery time for which a system must 
progress in order to render an event in isolation from previous 
events.  The concept of a recovery time is very similar to that 
of the ‘derivation of the CBEMA curve’ given above:  that is, 
the recovery time of a sag can be plotted in the form of 
isopleths on a ∆ V-T plane.  The alternative, if the information 
is available, is to simulate the double (or triple, or multiple) 
event using a circuit as indicated in Figures (2) and (3). 
 
     The issues of multiple loads can be depicted as Fig. (7).  
For such a configuration, the CBEMA curve for each load 
may be calculated, tailoring the curve as needed.  When the 
resultant CBEMA curves are drawn on a common ∆ V-T 
plane, the inner area contains the acceptable region, and the 
outer area is the unacceptable region as shown in Fig. (8).  
The area(s) between the inner and outer regions represent 
power acceptable to some loads, and unacceptable to others. 
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Fig. (7) Multiple loads at a point of common coupling (PCC) 
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Fig. (8)  Power acceptability region for the case of multiple 

loads 
V.  Point on wave issues 

 
     A momentary interruption of voltage or momentary sag in 
voltage magnitude may initiate at any point in the sinusoidal 
cycle as indicated in Fig. (9).   For a linear load at unity power 
factor, the load current will be identical in phase to the 
indicated voltage.  The energy transfer from the source to the 
load depends generally on oθ as well as the duration of the 
sag.  Consider a total outage of supply voltage.  Integrating 
v(t)i(t) over oθ  to oθ + θ where θ  is the duration of the sag 
represented in radians assuming 60 Hz (or 50 Hz as 
appropriate), one finds that the energy that should have been 
delivered during the sag  (and is now unserved due to the 
outage) is W,  

 

2
)22sin()sin( θθθ

θ
+−

+= ooW . (3) 

For this simple formula, the rms supply voltage and current 
are both 1.0 per unit.  Note that for values of θ  that 
correspond to less than a half cycle (i.e., θ  < π ), the 
CBEMA curve dictates that power delivery is ‘acceptable’.  
For longer duration outages, W depends not only on the 
duration of the outage θ , but also the point on wave oθ  at the 
initiation of the sag.   
 
     The more general case of a linear load with power factor 

)cos(ϕ is more involved since the instantaneous power is a 
double frequency sine wave whose DC offset (i.e., the average 
power) is proportional to )cos(ϕ .  The unserved energy on 
total outage is 
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(4) 

     Collins and others have discussed the practical 
implications of the point on wave of the initiation of a voltage 
sag, including laboratory verified phenomena [13].  For long 
outages (largeθ , e.g., much larger than three cycles or 6π  
radians), the term in Equations (3) and (4) that is proportional 
to θ  dominates, and the unserved energy is no longer greatly 
dependent on the point on wave at the sag initiation. 

θo

θ

v ( t) S a g g e d
vo lta g e

 
Fig. (9) Point on wave initiation of a voltage sag event 

 
VI.  A single index to show compliance with 

CBEMA 
 
     In most areas of engineering, it is important to use indices 
to measure or quantify the quality of performance.  Power 
acceptability curves graphically depict power quality;  but is 
there an index that can be used to assess “acceptability” or 
“unacceptability”?  Consider Fig. (10) in this matter.  Point P 
represents an event ∆ V = ∆ Vp  and T = Tp  (shown as 
‘unacceptable' in Fig. (10)).  As an index of power 
acceptability, it is proposed to vary the threshold VT until the 
power acceptability curve passes through P.  This is shown as 
dashed lines in Fig. (10).  Then, one sets VT  to VTp , 
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Fig. (10) Graphic interpretation of an index of power 
acceptability for an event P 

 
     Consider the index VTp / VT .  If VTp / VT  ≥ 1, the  point P 
represents an acceptable event.  It is a simple matter to show 
that the theoretical maximum of the index VTp / VT   is 1/VT .  
Introduce the notation Ipa for the new index, 

Ipa = VTp / VT. 
 
If one uses the notation Tx as the maximum time for which 
acceptable power is attained upon a total outage  (i.e., ∆ V = -
1),  
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This is an index of power acceptability for the event P.  When 
the index is greater than unity, one is in the acceptable power 
region, and when the index is below unity, one is in the 
unacceptable region.  At unity itself, the event is exactly on the 
CBEMA curve. 
 

VII.  Recommendations and concluding 
comments 

 
     In this paper, the CBEMA curve was revisited and the 
curve was analytically synthesized using a new concept, the 
voltage standard.  The standard refers to an ultimate criterion 
that power is unacceptable if the DC voltage of a certain 
rectifier load drops below 87% of rated value.  A double 
exponential equation describing the CBEMA curve is 
developed.  This provides a useful method to consider the 
effect of unbalanced voltage sags and to develop CBEMA-
like curves for other types of loads.  A scalar index of 
compliance termed Ipa has been illustrated.  This index is 
based on the CBEMA curve compliance.   
 
     Additional practical considerations relating to power 
acceptability include: 
 

• The meaning of ∆ V for short term events, especially 
when represented in root-mean-square (RMS) values 

• Three phase considerations 
• Non ideal sags  
• Repeating events  
• The energy served to a load during a sag as a function 

of the point-on-wave of the initiation of the event 
• Multiple loads each with different sensitivity to bus 

voltage magnitude. 
 
     It appears that the main advantage of the CBEMA 
curve is the ease in application, and also in the familiarity 
of  the concept by most power engineers.  Although 
accuracy of the curve in predicting true acceptability – 
unacceptability of the power supply may not be a strong 
point of CBEMA technology, at least some problematic 
issues of its application may be resolved using the 
concept of a voltage standard. 
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